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Plenty of data protection topics

David Rosenthal 
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• Other areas of law also need to be 
considered when using generative AI

• This is true even before the AI Act and 
similar regulations will apply

• Private and public sector organizations 
generally feel unsure about the legal 
conditions for using generative AI

• They issue general guidelines, mainly 
advising not to use personal data 

• At the same time, IT & business are 
pushing to implement such systems, and 
end users are simply using them
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And there is more …

Copyright

Professional Secrecy

Personality Rights

Other IP Rights

Data Protection

Competition Law

General Regulations

AI Regulations

Contractual Duties
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Consumer Protection

Non-discrimination



1. Gain ownership of the (legal) topic, or at least part of it

2. Establish an overview of what is going on, create the ROAIA

4

How to manage the risks
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Create the "ROAIA"

David Rosenthal 

What works well for data protection (the "Records of Processing Activities" or ROPA), 
also works well for AI applications ("Records of AI Activities")

Download it at 
https://www.rosenthal.ch/
downloads/Rosenthal_GAI
RA.xlsx



1. Gain ownership of the (legal) topic, or at least part of it

2. Establish an overview of what is going on, create the ROAIA

3. Understand where existing tools permit the use of GenAI
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How to manage the risks
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Understand the tools …
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Users can log into Bing with their 
corporate accounts, but Microsoft 
does not act as a processor when 
processing their data and is, thus, 
not bound by existing agreements



1. Gain ownership of the (legal) topic, or at least part of it

2. Establish an overview of what is going on, create the ROAIA

3. Understand where existing tools permit the use of GenAI

4. Instruct and train employees in the proper use of GenAI

5. Establish that any new AI service used will go by you first, so 
you make sure that there are proper contracts and the basic 
data protection compliance requirements are met
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How to manage the risks
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More information

David Rosenthal 

www.vud.ch



• Where is the input ("prompts") sent to and processed?

• Is there a data processing contract with the provider?

• Is data security sufficiently ensured?

• What input are employees allowed to make?

• Is the input used for provider training of the model?

• Is the output ("completions") monitored by the provider?

• How do we deal with inaccurate/unwanted output?

• Must and can "data leakage" be avoided?

• Do we have to point out that we use AI and how?

• How do we handle data subject requests that we may get?
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Ten basic questions for practice
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Retrieval Augmented Generation
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1. Gain ownership of the (legal) topic, or at least part of it

2. Establish an overview of what is going on, create the ROAIA

3. Understand where existing tools permit the use of GenAI

4. Instruct and train employees in the proper use of GenAI

5. Establish that any new AI service used will go by you first, so 
you make sure that there are proper contracts and the basic 
compliance requirements are met

6. Have the application owner perform a DPIA (as applicable) and 
a structured and documented assessment of GenAI risks
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How to manage the risks
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Tool for Data Protection Impact Assessments
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vud.ch/dpia
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Tool for Generative AI Risk Assessment (GAIRA)

Download it at 
https://www.rosenthal.ch/downloads/
Rosenthal_GAIRA.xlsx
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• Risk assessment includes a 
basic DPIA

• Separate compliance check 
• ROAIA template



• Use the same approach as for DPIAs:

• Have the application owner describe the application

• Have the application owner list all measures intended to prevent 
"problems" and to comply with law and internal policies

• Go through the list of risk scenarios, and have the application 
owner and others assess the relevant risks; typically, additional 
measures will pop-up – add them to the list of measures

• Ensure that someone is responsible for each measure

• Top five DP risks are usually accuracy, secrecy, data leakage, 
provider contracts and data subject rights

• Ethics and transparency are usually not (yet) an issue

• Don't forget: The application owner/business has to decide
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GenAI risk assessments
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1. Gain ownership of the (legal) topic, or at least part of it

2. Establish an overview of what is going on, create the ROAIA

3. Understand where existing tools permit the use of GenAI

4. Instruct and train employees in the proper use of GenAI

5. Establish that any new AI service used will go by you first, so 
you make sure that there are proper contracts and the basic 
compliance requirements are met

6. Have the application owner perform a DPIA (as applicable) and 
a structured and documented assessment of GenAI risks

7. Install monitoring, re-assessment and incident reporting 
processes and act upon findings and reports
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How to manage the risks
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• The data protection rules we already know and are used to 
generally work well also for GenAI applications

• Do not confuse data protection and data ethics

• There will be a "legal" demystification; people will realize that 
with proper contracts and processor setups, feeding a GenAI 
system with personal or secret data is not necessarily a big risk 
or problem – the main concern is the output and its use

• Most GenAI projects are also cloud projects, which may result 
in additional requirements and issues for risk management

• A lack of transparency and quality standards concerning the 
models, their training and AI offerings in general will continue 
to exist and make compliance and risk assessments difficult
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Final remarks
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Thank you for your attention!

Questions: drosenthal@vischer.com
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