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• Operational risks

• Legal & compliance risks

• Reputational risks
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Risks? There are many …

Copyright

Professional Secrecy

Personality Rights

Other IP Rights

Data Protection

Competition Law

General Regulations

AI Regulations

Contractual Duties

AI Ethics

Consumer Protection

Non-discrimination

Provider contracts

Information Security

AI Security

Business Continuity

Understand, control and accept them



• Many existing rules of law (e.g., data protection) work well 
also for GenAI; new regulations seem to target providers of AI

• Do not confuse legal requirements with ethical principles

• Expect a "legal" demystification; we will realize that with 
proper contracts and provider setups, feeding personal data and 
third-party content into GenAI systems is often less problematic 
than anticipated; the main concern is their output and its use

• Most GenAI projects are also cloud projects, which may result 
in additional requirements and issues for risk management

• A lack of transparency and quality standards concerning the 
models, their training, and AI offerings in general will continue 
to exist and make compliance and risk assessments difficult
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Some observations



1. Identify and discuss the applicable compliance baseline

2. Issue an appropriate policy for governing and using AI

3. Establish a proper governance (1st line, 2nd line, reporting)

4. Establish an overview of what is going on ("ROAIA")

5. Enable and train employees in the proper use of GenAI

6. Establish a process for a compliance and risk assessment of 
every AI service or other use of AI

7. Have the 2nd line assist the 1st line in doing the assessment

8. Install monitoring, re-assessment and incident reporting 
processes and act upon findings and reports
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How to manage AI risks
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• Many AI projects are not very problematic

• E.g., using a chatbot for day-to-day tasks

• Is your AI project a high-risk for the company?

• Training your own model

• Taking important automated decisions

• Interaction with many people on sensitive topcis

• We would consider legal if this were about us

• A high "shitstorm" factor

• Prohibited activity or high-risk system as per EU AI Act

• Offering AI applications to third parties

• Large investment or project of strategic importance
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Doing AI risk assessments

If so, then do a 
comprehensive risk 
assessment

GAIRA Light

GAIRA 
Comprehensive

Get it at vischerlnk.com/gaira
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GAIRA Light
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• Where is the input ("prompts") sent to and processed?

• Is there a data processing contract with the provider?

• Is data security sufficiently ensured?

• Is the input used for provider training of the model?

• What input are employees allowed to make?

• Is the output ("completions") monitored by the provider?

• How do we deal with inaccurate/unwanted output?

• Must and can "data leakage" be avoided?

• Do we have to point out that we use AI and how?

• How do we handle data subject requests that we may get?
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Ten questions to start with when using LLMs
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vischerlnk.com/ai-riskcheck
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GAIRA Comprehensive / 1

Available for free at 
vischerlnk.com/gaira

• Full AI risk assessment 
including a data protection 
impact assessment (DPIA)

• Requires a list of technical 
and organizational measures

• Requires more time (several 
hours for the business to 
complete)

• Covers also reputational risks
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• Use the same proven approach as for doing a DPIA

• Have the application owner describe the application

• Have the application owner list all measures intended to prevent 
"problems" and to comply with law and internal policies

• Go through the list of risk scenarios, and have the application 
owner and others assess the relevant risks; typically, additional 
measures will pop-up – add them to the list of measures

• Ensure that someone is responsible for each measure

• Top five DP risks are usually accuracy, secrecy, data leakage, 
provider contracts and data subject rights

• Ethics and transparency are usually not (yet) an issue

• Don't forget: The application owner/business has to decide
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GAIRA Comprehensive / 2
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Creating the "ROAIA"
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What works well for data protection (the "Records of Processing Activities" or ROPA), 
also works well for AI applications ("Records of AI Activities")

Download it at 
vischerlnk.com/gaira
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AI helping out on DP risk assessments
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vud.ch/dpia
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An AI that warns and charms about her kind
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vischerlnk.com/ai-intro

http://www.youtube.com/
@VISCHERLegalInnovationLab

Feel free to share the 
video in your office with 
anyone you think should 
learn the three key points 
Diana presents



• Does your organization need an AI Compliance Officer?

• Which department is the most appropriate for AI Compliance?

• What are the rights and obligations of the AI Compliance Officer?

• Should AI Principles be adopted and implemented (law and 
ethics)?

• Does every AI Application have a business owner (accountability)?

• Which risk assessment methodology should be applied?

• Should a standard be adopted (voluntarily)?

• ISO/IEC 42001Standard on AI management system (AIMS), 
adapted on 18 December 2023

• Artificial Intelligence Risk Management Framework (AI RMF 1.0) 
by the U.S. National Institute for Standards and Technology

• Sanctions for non compliance?
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AI Governance in Practice

AI Governance
Roles
Responsibilities
Standards
Sanctions



• 11 Principles for the responsible use of AI:

• We ensure accountability

• We provide the necessary transparency

• We remain fair and do no harm 

• We ensure reliability

• We ensure information security

• We pay attention to proportionality and self-determination

• We respect others' and our own intellectual property

• We protect the rights of those affected

• We ensure explainability and human oversight

• We understand and control the risks

• We prevent misuse of our AI applications
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TBD: Corporate AI Principles

AI Principles
Legal
Ethics
Corporate 
Culture



Genf
Rue du Cloître 2-4
Postfach
1211 Genf 3, Schweiz
T +41 58 211 35 00

Basel
Aeschenvorstadt 4
Postfach
4010 Basel, Schweiz
T +41 58 211 33 00

Zürich
Schützengasse 1
Postfach
8021 Zürich, Schweiz
T +41 58 211 34 00

www.vischer.com

Thank you for your attention!

Questions: drosenthal@vischer.com, ram@vischer.com
AIgen
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